Annex 2

POLICY OF SYSTEM ADMINISTERING AND SECURITY OF THE SERVERS, COMPUTERS AND LAN USED IN THE MINISTRY OF TRANSPORT
This document was elaborated according to the current state of the information technologies in the Ministry of Transport and customers’ requirements. It will be updated depending on the continuous trends of change, development and improvement of the information technologies. All necessary updating will be made by “Information Services” Directorate and will be approved by the Minister of Transport. 
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1. General
Before a new official or external user who will temporarily use the local area network (auditor, official of the Chamber of Accounts, consultant, etc.) starts to work in the Ministry of Transport, he/she shall familiarize himself/herself with the following document:

· Internal IT rules of operation for the users in Ministry of Transport;
Initial instructions for usage of the equipment, services and resources are given by official of the IT Department. In the case of changes in the security policy or the IT infrastructure the users are informed promptly by the system administrators.

 Every user has a domain account for using the local area network of the Ministry of Transport. Network security issues (protection from external attacks, handling of firewalls, creating of user accounts, control of access to servers, software installation, hardware handling, etc.) are responsibility of the IT Department.  
Installation and administration of software bought by other departments is beyond the competence of the officials of the IT Department.  Installation and administration of software bought by other departments could be made after written order by the Secretary General to IT department’s experts. Тhe order must be accompanied by official complete and exact instructions, describing in details all steps for the ways of installing and administering of the software, as well as contact person for settling details concerning the software in written form.  
The IT officials may propose implementation of new network service, in particular software, or improvement of already existing network service, if they notice necessity or opportunity to improve the work. In this case the team will prepare a project for implementation and improvement of the network service, in which the following components shall be included: 

· Description of the service;

· Motivation of the necessity for implementation of new service or improvement of already existing service;

· Presumed terms for completion of implementation;

· Draft-costs for implementation of service or improvement of already existing service.
· Team responsible for the project;

1. The proposal shall be submitted to the Secretary General; 
2. If the proposal was adopted, begins implementation of the service; 
3. After completion of implementation phase of the new network service, a report shall be prepared to the Secretary General. 
2. Procedure for system security and data protection
Password handling

Password requirements are enforced by group policy object in the AD domain.
2.1.1 Server password handling

Requirements to servers’ passwords 
1. It must be at least 9 symbols long.
2. It must contain at least 2 letters, at least 1 number and at least 1 special symbol.
3. It must not include frequently used or easy to guess words such as names of applications, system software or any personal information of the system administrators. 
4. It must be changed each month by the system administrators. (Password expiration)
Setting, change and storage of the system passwords 
1. Setting of new system password shall be made upon installation and configuring of the system software of server - operation system, network software, Data Base Control System or server of application.
2. System administrators are not allowed to make public the system password to other persons.  

3. System passwords shall be stored on two paper copies: 

· In an envelope in the metal safe in the store on 5th floor.
· In an envelope in the cash box of the head of the IT Department.  

4. In case of absence of system administrator and urgent necessity of intervention, the IT Sector Head may give permission for use of a system password and if he is absent – by the IT Department Head or a person authorized by him. 
2.1.2 Workstation password handling  

The user shall use his PC and its periphery and software, which he/she has at his/her disposal, according to its purpose. 
 Requirements to PC passwords 

1. The password must consist of at least five symbols and at least two numbers. The password must not contain any information which is directly related to its owner (like name, family name, birthday, etc.). 
2. It is prohibited to the user to disclose his/her user name and passwords to the other officials and any unauthorized persons. 

Setting, change and storage of the system passwords

3. After first login to the network, user must change his/her initial passwords. 

4. User must change the password every 6 months. (password expiration)
5. It is prohibited to use any of the 3 last used passwords.

In the event of any suspicion of disclosure of the password, it should be changed immediately and for that purpose IT experts shall be informed accordingly.  
Antivirus policy

Antivirus software is installed by the system administrators or IT help desk personal on every machine in MoT according to the standard configuration of the IT profile. Mail server and file servers also have antivirus software installed on them. System administrators notify users about the virus outbreak via e-mail.

The LAN users are obliged to check for viruses of each file received by e-mail, floppy disk or any other external media before opening. In case of any indication or suspicion of existence of infected files the LAN users are obliged to inform the IT Directorate. The IT Directorate is responsible for training the Ministry staff in checking viruses.

Antivirus software update interval:

· Workstations – once every 3 hours;

· Mail server and file server – once every 2 hours.

Procedures for access, protection and use of network
2.1.3 Firewall

The Firewall protection is implemented to the LAN of the Ministry against unauthorized access via Internet and the National ATM for the State Administration. Firewall is configured to supply full access to almost all Internet services from the “internal” side of MoT but preventing “outsiders” from access to the internal resources.
The Firewall protection is realized via Juniper Networks NetScreen-25 that integrates multiple security functions - Stateful and Deep Inspection firewall, IPSec VPN, denial of service protection, antivirus and Web filtering.

2.1.4 Internet/Intranet Access

Outgoing traffic to all services is allowed. Therefore a Personal Firewall subsystem running on the end-user PC should be a good addition to the overall antivirus/antispyware prevention.

2.1.5 E-mail

E-mail is distributed to the end-users utilizing SMTP/POP3 protocols. POP3 clients hold received e-mail both in Exchange server mailbox and in local mailboxes 

Antivirus module runs on e-mail server. Both outgoing and incoming e-mails are checked for viruses if not encrypted. There is no banned content.

The Antispam protection is ensured by antispam and antivirus software Symantec Brightmail AntiSpam that provides protection against spam, e-mail fraud and email-borne viruses.

2.1.6 Authority and Access rights to Network File/print resources

Network accessible file and print resources are available via the native Microsoft’s file/print sharing. All users and resources are included in the Ministry’s Active Directory (AD) Domain. The access to all resources is controlled by the AD. User accounts are password protected – and respectively access to resources is controlled.

File areas are divided into common, group and personal. Access to the group areas is basically granted according to appurtenance to administrative units. Finer granularity and additional rights are achievable on request from the respective manager. Internal IT Rules document provide further information on this topic.

The SAP has software tool for access list support.

Measures used to ensure protection and integrity of accounting information
The following IT security measures are used to ensure protection and integrity of accounting information in its electronic form:
	Control objective
	Measure/control in use

	1. Protection against unauthorized access 
	Individual passwords for users, screensavers with unique passwords. 

	2. Protection against unauthorized changes and input (deletion, addition, modification of standing data) 
	Existence of logs and independent review of these logs, prevention of subsequent changes by requiring correction entries if needed (not allowing other changes), allow only correction entries, no correction of earlier entries allowed. 

	3. Protection against external attacks
	Firewalls etc.

	4. Protection against loss of information from the system
	Regular (weekly) back up procedures, safe storage of back-ups in location other than the accounting office


Physical security

2.1.7 Physical access to servers
Physical access to servers is restricted. Only the following persons are allowed to access the server room:

1. Minister of Transport;

2. Secretary General;
3. Director of the IT Directory;
4. Officials and  system administrators in the IT Directory;
5. Official persons, responsible for maintenance of the equipment according to maintenance contract. 
When other officials of MoT or other persons (such as electricians, Structural Cable System, telecommunication specialists, repair works, etc.) shall access the premises due to fulfillment of their official duties permission shall be given by the Director of the IT Directory or the Secretary General. 
Password protected screensaver is activated after 10 minutes of inactivity 
2.1.8 Physical access to workstations
· It is prohibited to the users to allow unauthorized persons to use his/her computer. 
· Password protected screensaver is activated after 20 minutes of inactivity.
· Before leaving his/her workplace user must lock his/her network session (by pressing CTRL+ALT+DEL --> Lock Computer (Workstation)) and by the end of the day (before leaving) user must log off his /her active session.  
Software used

Various software packages are used for book-keeping, for processing of input/output information, for the purposes of IT, specific software products, etc.
The following measures are used for IT security - for providing of protection of the information in its electronic form depending on the type of the software used;
· Individual passwords for the users;

· Existence of individual login names for access to software  and independent review of these logs, prevention of subsequent changes by requiring correction entries if needed (not allowing other changes), allow only correction entries, no correction of earlier entries allowed, etc.   
3. Data storage procedures

Storing data in the server’s users folders 
· The user shall store his/her documents related to his/her work in the network server in his/her user folder (\\motdom\mt\home\<User’s name>) to prevent data loss. 
· The user from ISPA IA shall store his/her documents related to his/her work in the network server in his/her user folder (\\motdom\mt\ISPA\users\<User’s name>) to prevent data loss.
· All documents and data bases shall be stored on the file servers of MoT. If user cannot store some files in the server (example some data base software does not support storing its files in server), the regular backups must be made. Regular backups shall be made every week (on Fridays) to the specific folder in server (\\motdom\mt\home\<User’s name>) or  (\\motdom\mt\ISPA\users\<User’s name>). 
· If there is more than one user who needs access to the documents/data, but not everyone of the users shall have access, the documents/data could be sent by e-mail, on disc, paper, etc. to the users. 
Storing data in the Server’s Group folder.
By default all documents shall be stored on user’s folder in the server. Group folders should be used only if:

· More than one official needs access to the documents;

· Documents are not confidential and will be for information to other officials.
In any other cases the user’s folder should be used.

If authorised officials will form an subgroup of all users who have access to Group folder, the confidential materials must be made unavailable for officials not in the subgroup.

Every time Group folder is used the roles/rights of the Group folder users must be defined. 

The roles/rights of users can be divided into 3 main group:

1. Users who should not have access to the documents;

2. Users who can read but not change the documents;

3. Users who can read and change the documents.

By default for any public documents all users should be listed on 2nd group. For confidential documents all users outside subgroup (who needs access to the documents) must be on the 1st group. The access rights to the documents in subgroup should be defined as appropriate.
· The user in MoT shall use for exchange of documents, that will serve as information for other officials, connected with the operation in the network server, in their own group user folder (\\motdom\mt\Public\<User’s name>) for data exchange.
· The user in ISPA IA (member of ISPA IA), shall use for exchange of documents, that will serve as information for other officials of ISPA IA, connected with the operation of the network server, in their own group user folder  (\\motdom\mt\ISPA\Public\<User’s name>) for data exchange. 

4. IT Continuity and Disaster Recovery Plan

General

Continuity plan is intended as guidance when responding to or recovering from an interruption. The level of implementation of this plan will vary depending upon the nature of the interruption.
Critical resources

As  critical applications in MoT are defined: 
· Ajur5L, 
· Eventis R6,

· Lotus Notes

· Card Access 
· Exchange Server
· both web servers (internet and intranet sites).
The critical resources for IA ISPA MT are defined as follows:

· The data used and prepared in IA ISPA in electronic format 
· Hardware used for proper implementation of the tasks of the IA ISPA (workstations, LAN, servers, etc.)
4.1.1 Necessity of creation of backups and archive files

In order to avoid any loss of information and disruption of normal working process for the whole Ministry of Transport,  the necessity of creation of back-ups of the information was raised. Back-ups are used for restoration of the information lost due to collapse of the system or careless data handling by user. Back-ups are prepared to safe the information on the servers via mirror disks and on the hard disks of the PCs of the users. They are prepared on the daily, weekly or monthly basis depending of the resource. 

Procedures for creation of backups, archive and data restore 
The procedures are performed by the system administrators.

The media used for archiving/backups must be stored in the metal safe in the store on 5th floor.

Glossary of terms

	1. backups
	-   activity related to creation of copy of the  information, aiming at operational recovery in case of collapse of the system  

	2.  Archive
	-     activity related to creation of copy of  the information, aiming at its long-term storage, due to requirements in writing, regulated  by the Minister of Transport and other state institutions  

	3.  Restore
	-  activity related to restoration of the information on the basis of previously created backup copies 


4.1.2 Procedure for creation of backups 
Тhis procedure regulates the activities for creation and storage a backup of information in electronic type (servers) in the Ministry of Transport in order to restore operation with lack of data in the event of failure in hardware, system software or in order of intervention (involuntarily or intentionally deleting).

	Server
	Type of backup data

	MTDC01
	File server

	MTFP01
	File server , Postgres Database

	MTWF01
	LOTUS Domino Server

	MTDC02
	File server, MS Exchange 2003 Server


4.1.2.1 Creation of backup of information located on the file servers

a. Every last working day of the week, after the end of the working time a full backup is made of the information, located on the file servers in the server room, room 506 in Ministry of Transport;
b. If general changes shall be made in the file servers – general restructuring of the information (shift of cluster from directories), reinstallation/upgrade of software on the server when a risk exists of data loss, additional backups of the information shall be made;
c. Archiving tape device with capacity > 200 GB is used for creation of backups of the information

d. The thus created backup copies have moved and shall be stored in proper fireproof case in room, specify from Ministry of Transport, different from server room where are located the servers.
e. The backups are stored within three-week period as of the date of their creation.

f. Complete archiving created on the fourth week is made on the tape device of the first week, etc.

g. The media are labeled.  

4.1.2.2 Creation of backup of the information from critical applications and data bases. 

a. Every last working day of the week automatic archiving is made in the server of the system files, data bases and critical applications, installed on the servers in the server premises, room 506 in the Ministry of Transport;

b. Every day, at the end of the working hours, backup of the updated information (incremental backup), following the latest backup (full and incremental), shall be made

c. Backup copies of the database using LOTUS Domino Server, Postgres Server,  shall be created in accordance with the following procedure: 
· The bases shall be backed up in file/s using the embedded mechanisms in the server;

· The files shall be backed up on a magnetic carrier following the procedure for file backup

d. The backup copies shall be stored one month from the date of their creation. They shall be stored together with the full backup and the attached six incremental backups

e. The files are archived on external media (diskette, CD, etc.);

4.1.2.3 Creation of backups by the officials of the information created by them on files and data bases on the users’ computers.

a. Every official, using specific data base and creating user files is obliged to make the common backups of the newly created by him documents/data upon completion his work. The backups are made on the server (following procedures, described in item 3) and on external media (diskette, CD, when the PC is equipped with CD-RW drive, etc.).

b. In case of necessity of basic changes on the computers – reinstallation/upgrade of software, when a risk exists of data loss, additional backups of the information shall be made;
c. The backups are kept at least one month as of the date of their creation.

d. The media are labeled so as to contain exact information on the moment of their creation and type of information on them.
4.1.3 Procedure for data archiving

If one-time archiving of information is needed for a long period, the following activities are performed:

· For archiving of information less than 700 MB it shall be stored on a writable compact disc CD-R;

· For archiving of information in the range 700 MB – 4,5 GB it shall be stored on a writable DVD disc DVD-R;

· For archiving of information higher than 4,5 GB it shall be stored on magnetic tape devise. 

All media shall be labeled by the following attributes:  
· Description of the information;

· Data of creation of the archive;

· Term for storage of the archive;

· Name of the official, who has required creation of the archive.

All created archives are registered in Archive diary with the attributes on the media.

In case of necessity of regular archiving of the information, for example due to requirements of the State Archive Fund Act, schedules are been elaborated, in coordination with the Secretary General  about the data to be archived, defining the following parameters for performing the archiving:

· Type of data to be archived;

· Periodicity of archiving;

· Term for storage of the archive;

· Location and conditions for storage of the archive;

· Others.

Carriers with backup of information together with a register of archives shall be store in room, specify from Ministry of Transport with control access and safety from disasters and averages (fires, floods, etc.) 

4.1.4 Procedure of data restoration 
   

Data restoration is performed due to the following two reasons:
4.1.4.1 Due to a collapse in any of the systems, for example due to failure of hard disc/discs, disc controller or any other component of the system:

· The working capacity of the system is restored, using backup of the operation system and the applications installed, or the operation system and the necessary applications are to be installed one again if these are unable to be restored from a backup.
· The data are restored from the last backup;

· Tests for the working capacity of the systems are performed;

· The restoration is registered in operator’s diary, reflecting: date and hour of restoration, system administrator/s who performed the restoration and system’s test results.   
4.1.4.2 Due to careless data handling by the user:

· A request comes in from the user, asking for data restoration. In case of general request (for example restoration of directories of a department or directorate) the request is made by the head of the respective structural unit, describing the actions resulting in this necessity;

· The information is restored from the last copy, on which the information is actual;

· A check is made if the restored data are actual;  
· The data restoration is registered in operator’s diary, reflecting the following attributes; date and hour of restoration, system administrator/s performed the restoration.
4.1.5 Procedures for solving of problems arisen in information and communication systems.

The procedures are performed by the system administrators and official persons, responsible for maintenance of the equipment according to maintenance contract. 
4.1.5.1 Problems related to network services.

The procedure is as follows:

a. The cause for disablement of the service is to be defined;
b. Check of Event Log on the server, on which the non-operating service is installed;

c.  Check of other journal files (if any) to find the causes for the problem;

d.  Attempt is made for removing the cause for disablement by:

 

- using own experience and knowledge


            - using knowledge stored in knowledge data base

                       - search in the web 

      e.  If it is impossible to restore the working ability of the system, the system  

                      archive of the system is to be used if this wouldn’t destroy the operation of other 
                      network services;

                  f.  If a cause exists for the inability to restore the working ability of the system 

                      from an archive, the service is to be installed and configured on other server;

                 g. The problem and the activities undertaken are to be described.. 

4.1.5.2 Problems related to operation systems of servers

The procedure is as follows:

a.   The cause for disablement of the service is to be defined;

b. Check of Event Log on the server, on which the non-operating service is installed;

c.  Check of other journal files (if any) to find the causes for the problem;

d.  Attempt is made for removing the cause for disablement by:

 

- using own experience and knowledge


            - using knowledge stored in knowledge data base

                       - search in the web 

      e.  If it is impossible to restore the working ability of the operation system,            

                       archive of the system is to be used if this wouldn’t destroy the                            

                       operation of other network services;


                  f.  If a cause exists for the inability to restore the working ability of the operation   

                      system from an archive, the operation system is to be preinstalled;                        
                 g. The problem and the activities undertaken are to be described.. 

4.1.5.3 Problems related to communications within the LAN

The procedure is as follows:

a. Problems related to the Structural Cable System (SCS);
· The problem is addressed to the company – contractor of SCS;
· The problem and the activities undertaken are to be described.
b. Problems related to the Active Network Equipment (ANE);
· Problems related to configuration of ANE  - a reconfiguring is to be made;
· Hardware problems related to ANE – change with similar one and addressing to a service;

· The problem and the activities undertaken are to be described.
4.1.5.4 Problems related to communications with external networks 

The procedure is as follows:

a. Problems related to internet traffic – the problem is to be addressed to the administrators of the communication line in the Council of Ministers (CoM);

b. Problems related to the communication equipment – the problem is to be addressed to the administrators of the communication line in CoM. If the problem is of hardware nature it shall be addressed to a service after consultations with the administrators of CoM;
c. The problem and the activities undertaken are to be described.

4.1.5.5 Problems related to a service or group of services

a. If problems related to a service or a group of services, endanger the integrity of the network or its proper operation, these services are stopped till removing the risk;

b. If the problems are caused by an user or a group of users, the access of this user or group of users is interrupted till removing the risk

c. The problem and the activities undertaken are to be described.
4.1.5.6 Hardware problems 
                      a. If hardware problem is related to components and systems in a warranty   - 

                          the solving of the problem is addressed to a warranty service;

                      b. If hardware problem is related to components and systems after the warranty  

                          period - the solving of the problem is addressed to a service;

                      c. The problem and the activities undertaken are to be described. 

Activities and critical situations caused by disasters and failures.

In case of critical situations caused by disasters (fire, flood, etc.) in the building of Ministry of Transport, measures shall be undertaken following the respective instructions, rules and orders in force. 

The critical situations presented in this document are related to:

· Failure in the hardware of servers and workstations;
· Failure in the work of the operation systems;

· Interruption of the electric main supply;

· Human intervention.

which can result in data loss and disablement of the system.
After solving the problem and provision of access to the IT systems, activities are undertaken for restoration their working ability. 

4.1.6 Basic Provisions
In developing this plan the following assumptions were made:

· The IT processes’ users are responsible for this plan’s observing;

· The back-up copies of the overall information are kept securely in a place detached from the server premises, to provide for its timely restoration in case of need;

· The employees responsible for this plan’s implementation understand their role in implementing the plan and are capable to implement it;

· The governing body of the Ministry of Transport understands and supports the actions in this plan;

· The required equipment is available and may be used immediately in case of need;

Copies of the plan are stored at the locations required for its implementation
4.1.7 IT Processes’ Continuity Strategy

To provide for IT processes continuity under this plan, the following strategy was chosen:

Transfer of IT processes to a „„BDZ””  EAD premises

This version is chosen when it is supposed that the emergency has affected the MoT’s major building and/or a server premises, and no IT services can be performed in them. In this case, the critical IT processes are transferred to „BDZ”  EAD premises at 3, Ivan Vazov Str. Key personnel of the MT is instructed and regularly trained and is available to participate in the recovery process.
4.1.7.1 Description of the realised Disaster Recovery Center
The Disaster Recovery Center serves for reservation of main information services, required at Ministry of Transport (MT). DRC is equipment, installed in 19 inch communication rack, used only for this purpose. The rack is placed in the Bulgarian State Railways’ building with address: Sofia, 3 Ivan Vazov Str. The reservation of the main information services is executed in parallel in two ways:

· Continuous back-up – realised through Continuous data protection (CDP) technology, which keeps every change in the current data in main servers on the reserve servers. Controls data in critical applications.
· Classical back-up – realised on back-up device according approved schedule or scheme. 
The following equipment has been installed in the Disaster Recovery Center:

1. Reserve servers for main information services at the MT
There is installation of 3 reserve servers:
· Document Exchange server
· File server
· E-mail server
Every server has 4 HDD RAID 0+1 with 600 GB capacity. It ensures stability against failure of the disk and very high speed of writing and reading. There is enough power in processor and operational memory for executing the expected tasks. 
2. reliable back-up power supply
There are two UPS with following specifications - 1500VA/1000W, powerful additional batteries 4 pcs. 12V / 210Ah, ensuring 15 to 20 hours independent work of the center in case of electrical power cut. Each server has 3 power supply blocks and is connected to both UPS.  This ensures stability against failure of any of the components of the power supply. 
3. communicational part
Network switch 10/100/1000 has been connected to servers and optical line to MT. The connection with MT has been performed with direct optical line.

4.1.8 Notification of the Recovery team

This section covers following steps in the process: Activation the continuity plan and Notification of recovery team members.

After becoming aware of a possible disruption, an employee will immediately notify Secretary General of MT, acting as CP Coordinator. If possible, all available persons should discuss the situation as a group and arrive at a consensus decision whether to activate these procedures or wait to collect additional information for their decision. 

	Recovery Team at the MoT

	Name
	Position
	Phone
	Mobile

	Natalia Manikatova
	Director of the Information Service Directorate
	9409766
	

	Nely Yordanova
	Director of the Co-ordination of programmes and projects Directorate
	9409421
	

	Yuri Karamanov
	Chief Specialist, at the Information Service Directorate
	9409695
	

	Stamen Hajiiski
	Junior Expert at the Information Service Directorate
	9409706
	

	Svetlana Velkova
	Chief Specialist, at the Information Service Directorate
	9409856
	


The restoration team members shall be notified and the restoration procedures shall be initiated. If some of the team members cannot be notified immediately, then a message shall be left with his mobile telephone, and he/she shall be obliged, the moment he/she receives this message, to contact the leader or another team member in order to obtain the required information. 
All members of Recovery Team Should Have a Copy of this plan 
4.1.9 Events’ Classification

The classification of events is performed for the purpose of choosing a strategy providing for the continuity of IT processes at the MoT. Events subject to classification are all events which result in interruption of the IT processes at the MoT. They are categorized based on the time needed for restoration of the IT services normal functioning in the local network of the MoT.

4.1.9.1 .   1st Level – Local Problem

These are events where there is interruption of the IT processes as a result of the occurrence of local problems: hardware problem, communication problems, power-supply problems etc., where the complete operability may be restored within 24 hours. At this level, the problems (replacement of equipment, switch-over of power supply etc.) are removed applying the actions described in “Procedures for Creating Data Back-Ups, Archiving, and Restoration”

The 1st level problems are not considered in this plan

4.1.9.2    2nd Level – Problem with the Server Premises and/or the Major Building of the MoT
These are events where the problem cannot be resolved at a local level or within 1 business day (fire in the server premises, flood, terrorist act threat or others). These are events where building of the MoT cannot be used, for instance, in the case of earthquake, fire, disruption of power-supply for more than 24 hours etc. In the case of an event of this level, the Coordinator is notified and the activation procedures are actuated. Then, it is resorted to the procedures describing the IT services restoration in a crisis management centre premises of the MoT. 

The procedures indicating the required actions at the 2nd level are described in item 4.4.6.

4.1.10 Resources And Activities Required To Implement The IT Processes’ Continuity Plan

The resources and activities which are crucial for the restoration of the IT processes’ operability at theMoT are:
	Resources/Activities
	Implementation Period (Date)/Status
	Responsible Person/Position

	File Server
	Full alert
	Yuri Karamanov
Stamen Hajiiski

	Server for Exchange of documents
	Full alert
	Yuri Karamanov
Stamen Hajiiski

	Commutators
	Full alert
	Yuri Karamanov,
Stamen Hajiiski

	\motdom\mt\ISPA\users
	
	Yuri Karamanov,

	The e-mail of the Directorates’ employees
	
	Stamen Hajiiski

	· Ajur5L,
· Eventis R6,

· Lotus Notes

· Card Access
· Exchange Server
· both web servers (internet and intranet sites).
	
	Yuri Karamanov,
Stamen Hajiiski
Svetlana Velkova


4.1.11 IT Processes’ Restoration Procedures In Case Of Emergency
4.1.11.1 Procedure Restoring the Access to File Resources

Event:

· Operational inability in the basic building of the MoT

Operative suggestions:

· At Level 2 – the IT processes are transferred to „BDZ”  EAD premises at 3, Ivan Vazov Str 
· Every one of the used network shares has a copy on both servers with identical names and permitions.
· Each server has two network cards, one of which is operational and the second - for reserve. The reserve network card is not connected to the network.
· Each server has been set with the IP address of the other as well, registered on the switched off network card.
Procedure application period:

· Undefined

Perform the following actions:

	
	Action
	Responsible Person
	See Page

	1.
	Complete the document – APPENDIX 1
	Restoration Team
	21

	2.
	Event Classification (see item 4.4.4) 
	Restoration Team
	16

	3.
	Completion of the Activation and Notification Procedures (see item 4.4.3)
	Restoration Team
	15

	4.
	Application of a Procedure for Restoration of the IT Processes Operability Depending on the Problem Level:

2nd Level – in „BDZ”  EAD premises at 3, Ivan Vazov Str.
 Note 1: The operations were described on the main and reserve server. If the main server is out of order it is turned off and the operations provided by it are skipped.

Note 2: This sequence exchanges the roles of the two servers. If it is necessary to restore the initial position of the servers this procedure needs to be repeated.
· Turn off the main network cards on the servers
· Rename the servers with each one getting the name of the other
· Restart both servers
· Turn on the reserve network cards
	Restoration Team
	

	5.
	Reporting of the Performed Activities 
	Restoration Team
	

	6.
	Completion of the Restoration Activities
	Restoration Team
	


Critical components, software and hardware:

	Software
	Location
	Contact Person
	Phone

	Windows 2003 Server
	„BDZ”  EAD premises at 3, Ivan Vazov Str
	Yuri Karamanov 
Stamen Hajiiski
	9409695

9409706


	Hardware
	Location
	Contact Person
	Phone

	Server x86; 2 GB RAM; 4х320 GB HDD; 10/100/1000 NIC
	„BDZ”  EAD premises at 3, Ivan Vazov Str
	Yuri Karamanov 
Stamen Hajiiski
	9409695
9409706


4.1.11.2 Procedure Restoring the Access to E-Mail and Internet Portal
This item of the plan describes the procedures which are performed to restore the operability of the critical IT processes. 

Event:

· Inoperability in the main building of the MoT

Operative suggestions:

· The IT processes may be transferred to the „BDZ”  EAD premises at 3, Ivan Vazov Str 
· With regard to E-mail

· The reserve server is used to store actual archive of the data on the main server and a copy of all its settings.

· Each server has two network cards, one out of which is operational and the other is in reserve. The reserve network card is disconnected from the network.

· Each server is set with the IP address of the other one as well and this address is registered on the switched off card.

· Microsoft Exchange is not installed on the reserve server.

· With regard to the Internet Portal

· The reserve file server stores the actual archive of the data, the settings and the code of the Internet Portal

· The WWW, PHP and SQL servers which are necessary for the operation of the Internet Portal are installed on the reserve file server. They are kept inactive.
Procedure application term:

· Non-defined

Perform the following actions:

	
	Action
	Responsible Person
	See Page

	1.
	Complete the document – APPENDIX 1
	Restoration Team
	21

	2.
	Event Classification (see item 4.4.4) 
	Restoration Team
	16

	3.
	Completion of the Activation and Notification Procedures (see item 4.4.3)
	Restoration Team
	15

	4.
	Application of a Procedure for Restoration of the IT Processes Operability Depending on the Problem Level:

2nd Level – in„BDZ”  EAD premises at 3, Ivan Vazov Str. 
For recovering the E-mail

· the main network cards of the servers are disconnected

· Microsoft Exchange is installed on the reserve server with the license of the main server

· The stored Exchange settings are applied

· The reserve server is restarted

· The reserve card on the reserve server is switched on.

For recovering the Internet Portal

· WWW, PHP and SQL on the reserve file server are activated

The Routers, DNS and other network components are set so that the Internet portal can function from another address in the network.
	Restoration Team
	

	5.
	Reporting of the Performed Activities 
	Restoration Team
	

	6.
	Completion of the Restoration Activities
	Restoration Team
	


Critical components, software and hardware:

	Software
	Location
	Contact Person
	Phone 

	Windows 2003 Server
Web server, PHP and SQL server
	„BDZ”  EAD premises at 3, Ivan Vazov Str
	Yuri Karamanov
Stamen Hajiiski
Svetlana Velkova
	9409695

9409706
9409856

	Hardware
	Location
	Contact Person
	Phone 

	Server x86; 4 GB RAM; 4х320 GB HDD - RAID 0+1; 10/100/1000 NIC
	„BDZ”  EAD premises at 3, Ivan Vazov Str.
	Yuri Karamanov
Stamen Hajiiski
	9409695

9409706


Resource requirements:

	Resources
	Number
	Term
	Location
	Supplier

	People
	3
	up to 6 hours


	„BDZ”  EAD premises at 3, Ivan Vazov Str
	МоТ


	Mobile telephones
	2
	
	
	

	Mobile Computers
	2
	
	
	


4.1.11.3   Procedure Restoring the Access to Eventis R6
Event:

· Inoperability in the main building of the MoT
Operative suggestions:

· At Level 2 – the IT processes are transferred to „BDZ”  EAD premises at 3, Ivan Vazov Str There is an installed server with Windows 2003 with Lotus Domino.Server
· all used databases have replicas on both servers caring identical name

· databases are not encrypted by means of Lotus Domino

· each server (main or reserve) stores a copy of the ID file of the other server
Procedure application term:
· Non-defined

Perform the following actions:

	
	Action
	Responsible Person
	See Page

	1.
	Complete the document – APPENDIX 1
	Restoration Team
	22

	2.
	Event Classification (see item 4.4.4)
	Restoration Team
	16

	3.
	Completion of the Activation and Notification Procedures (see item 4.4.3)
	Restoration Team
	15


	4.
	Application of a Procedure for Restoration of the IT Processes Operability Depending on the Problem Level:

2nd Level – in „BDZ”  EAD premises at 3, Ivan Vazov Str.

 Note 1:  Operations on the main and reserve servers are described. If the main server is out of order, it is disconnected and the operations provided by it are skipped.
Note 2: This sequence exchanges the roles of the two servers. It needs to be repeated in case it is necessary to return to the initial position

· The Domino Service of both servers is stopped

· C:\R6\Notes.ini file on the main server is edited. The following parameters are modified:

KeyFile=backup.mtc.id

ServerKeyFile=backup.mtc.id

· C:\R6\Notes.ini file on the reserve server is edited. The following parameters are modified:

KeyFile=workflow.mtc.id

ServerKeyFile= workflow.mtc.id

· the main network cards of the servers are disconnected

· the reserve cards are switched on

The Domino Service on both servers is started.
	Restoration Team
	

	5.
	Reporting of the Performed Activities
	Restoration Team
	

	6.
	Completion of the Restoration Activities
	Restoration Team
	


Critical components, software and hardware:

	Software
	Location
	Contact Person
	Phone 

	Windows 2003 Server
Lotus Domino Server
	„BDZ”  EAD premises at 3, Ivan Vazov Str
	Yuri Karamanov 
Stamen Hajiiski
	9409695

9409706


	Hardware
	Location
	Contact Person
	Phone 

	Server x86; 4 GB RAM; 4х320 GB HDD - RAID 0+1; 10/100/1000 NIC
	„BDZ”  EAD premises at 3, Ivan Vazov Str.
	Yuri Karamanov
Stamen Hajiiski
	9409695

9409706


Resource requirements:

	Resources
	Number
	Term
	Location
	Supplier

	People
	1
	1 hours
	„BDZ”  EAD premises at 3, Ivan Vazov Str.


	МоТ, „Envisimo” firm


	Mobile computers
	1
	
	
	


APPENDIX 1
Check List

	
	Activity

	1.
	Evaluation of the occurred event is made before decision for activation of the plan at the MoT is taken

	2.
	On obtaining a signal of an occurred event:

· The name and time of notification of the occurred event are taken down

· All sources signalling of an occurred event are checked up (such as fire-alarm installations)

· The security guard/maintenance staff is notified

· Where evacuation of the building is required, data safety is ensured 

· Where evacuation of the building is required, the recovery team gathers:

-  „BDZ”  EAD premises at 3, Ivan Vazov Str.
· If there are injured employees, the emergency services are notified

	3.
	Data about the occurred event is collected

	4.
	· What is the event?

- Problem with the IT services’ operation in some directorates

- Problem with the IT services’ operation in the whole Ministry

- the IT systems of MoT and IA ISPA are inaccessible

- The amount of the used IT services has increased or decreased drastically

· Which Directorates/IT services are affected?

· Are the IT systems functioning still?

· Is the normal course of the business processes depending on IT processes disturbed? What is the nature of their course’s disturbance?

	5.
	Description and classification of the problem


APPENDIX 2
Testing the IT Processes Continuity Plan

The testing of the plan efficiency is carried out every six months on the suggestion of the Plan Coordinator, where the decision for the test’s start and scope, the conductance control, and the result analysis are duty of the CP recovery team.
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